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Abstract—Today, the healthcare sector is driven by the need to
reduce costs while simultaneously increasing the service quality
for patients. This goal can be reached by the implementation of
an EHR (Electronic Health Record) system. Several architectures
have been proposed, but lack appropriate security mechanisms
to protect the patients’ privacy. In this publication we outline our
approach PIPE (Pseudonymization of Information for Privacy in
e-Health), which is applicable for the primary and secondary
usage of health data and give insights on the security of
our technique. Further we state the economic constraints, by
proposing a threshold scheme to secure the tokens needed for
accessing the system.

I. INTRODUCTION

Nowadays, it is a demanding goal for operators of health
care systems to handle the increasing number of patients.
The electronic health record (EHR) is one possibility to get
the resulting costs under control [1]–[3]. Moreover, medical
suppliers offer an abundant supply of medication, which can
hardly be handled by health care providers (HCP). Therefore,
decision support systems on drug interaction are needed [4]–
[7] to assure a better quality of patients’ treatment. Further,
the implementation of standard processes within the EHR and
accordant workflows, may also help to increase the medical
service quality [8], [9].

Besides the fact that it is still a challenge for nation-wide
health care systems to harmonize their processes and exchange
data in standardized formats (for example HL7 [10]), the
security of proposed EHR architectures [11]–[17] have to be
observed as a matter of fact [18], [19]. The EHR may offer
better security as the traditional paper-based records system
[20], if the privacy of the individual is protected accurately.
Firstly, the patient should be the person with security clearance
[21]. In other words, the patient should be in full control
of her data, which means that she decides about access and
authorization to her data. Secondly, as life-long sensitive
medical information is stored within an EHR system, this
information needs to be protected. For example a history
about substance abuse or HIV-infection could lead to denying
medical insurance coverage [20].

One possibility to protect the patients’ medical records is to
encrypt the information. Unfortunately, as for example radi-
ology images tend to be very large [22], [23] and encryption
is a time-consuming operation, such approaches are most of
the time not applicable. Pseudonymization is a technique to
conceal the relation between a patient and her medical data
without the need for encryption [18], [19], [24]–[27], which

is typically only used for the secondary usage of anamnesis
data (cf. [16], [17], [28]).

To circumvent security flaws against an EHR system we
developed PIPE (Pseudonymization of Information for Privacy
in e-Health) [18], [19], [25], [26], which is based on a novel
pseudonymization approach. It can be used as stand-alone
or add-on to existing architectures. As we base our security
model on keys held on security tokens (in our prototype smart
cards), there is the need to assure the availability of these keys,
even if a patient looses access to her security token. In this
publications we outline the security model of our approach
and give economic insights on the applied backup-mechanism
for lost or destroyed smart cards.

II. RELATED WORK

As in a typical relational database, in a medical database,
a relation between the identification data is separated from
the anamensis data by mapping the primary key of the iden-
tification table to the foreign key of the anamnesis table. If
we would not store the foreign key in the anamnesis table and
someone does not know this relation, it would not possible for
her to associate a certain anamnesis with a specific individual.
Hence, the goal of a pseudonymized medical storage is to
conceal this relation [13], [16]–[19], [25], [26] and thus to
protect the patients’ privacy.

To hide the association between the identification data and
the medical data, the foreign keys of the anamnesis table are
not deleted, but substituted with pseudonyms [18], [19], [24]–
[27]. The calculation of these pseudonyms is based on a secret-
key algorithm. Therefore, only the instances who know the
appropriate pseudonymization key are able to re-establish the
relation between a patient and her anamnesis.

Pommerening proposed a system for the secondary usage
of medical data [16], [17] where a pseudonym is formed
by a combination of a hashing and an encryption technique
with the key kept centralized inside the system. This method
poses a major security threat for the patients’ medical data
because persons working for such a system might be attacked
for example with social engineering [20], [29], [30]. More-
over, the dependency of this approach on a (study-)life-long
pseudonym for every patient, which was recently named a
person’s identifier by the Article 29 Working Party of the
European Union1 [31], could lead to data mining [32] or

1http://ec.europa.eu/justice home/fsj/privacy/docs/wpdocs/2007/wp136 en.
pdf



profiling attacks. The only reliable approach is that for every
combination of patient, health-care-provider and anamnesis, a
single pseudonym exists, which cannot be related with any
participating actor.

From a security point of view, the system of Thielscher
et al. [13] is comparable to Pommerening’s approach. Indeed,
Thielscher uses smart cards for the patients as security tokens,
which produce the necessary pseudonyms for data access.
In case a smart card is lost and the key on this security
token needs to be restored, they equip their system with
a pseudonymization computer, on which backups are held.
To decrease the risks of hacking attacks from outside, they
operate this computer offline. Nevertheless, this technique still
makes insider attacks possible, for example by bribing persons
inheriting administrative roles. Thus, there is the need to avoid
unauthorized access to these backup-pseudonyms, respectively
to these backup-pseudonymization keys. A threshold scheme
for secret sharing [33] may be applied to divide the backup
keys between more administrators.

Besides the secure creation of pseudonyms, with the con-
straint of decentralized keys on security tokens such as smart
cards and avoidance of life-long pseudonyms, a secure autho-
rization technique needs to be established for an EHR. One
possibility is to share the patient’s ’root-key’, but in that case
revoking of authorizations would hardly be possible because
this key and accordantly all pseudonyms have to be changed to
deny access to a revoked instance. Thus, other keys have to be
created in order to establish a reliable authorization. Schmidt
[34] describes a system, which is mainly based on a public
key infrastructure (PKI) in combination with encryption. This
approach provides every participant with different keys, which
establish access to a subset of the fully or partially encrypted
data. As aforementioned, encryption is a time-consuming
operation and medical data tend to be very large, for example
an x-ray consumes 6 MB, a mammogram 24 MB [22] or
a computer tomography scan counts up to hundreds of MB
[23]. Thus, it is not possible to encrypt for example radiology
images.

In the next section we introduce our approach PIPE, which
is solely based on pseudonymization instead of encryption.
The access to the anamnesis for primary and secondary
usage is handled through a security hull structure, which
allows granting authorizations by sharing encrypted secrets.
Compared to the encryption of the medical data itself, the
encryption of secrets like keys or relations is fast enough to
meet the needs of a health care team. Moreover we provide
a secure fall-back mechanism if a system participant looses
access to her security token. We give economic and statistic
security insights on our applied technique.

III. SYSTEM OVERVIEW

The goal of our architecture [18], [19], [25], [26] is to
gain the optimal trade-off between security, usability and
performance.

In table 1 we provide an overview of the keys and abbrevi-
ations used in our system. Note, that all private keys (where

K stands for key) are identified as K−1 (e.g., the patient’s
inner private key will be named K̂−1

A ).
As sketched in figure 1, PIPE is based on a security hull-

architecture [18], [19], [25], [26]. In the most outer layer
— the user permissions layer — every user U possesses a
security token (e.g., in our prototype we used smart cards as
security tokens) to access the secrets of the next inner hull. The
anamnesis data is stored pseudonymized in the most inner hull
— the concealed data layer. Any medical dataset is associated
with one or more unique pseudonyms. As the patient is the
owner of the data, she is the only person who holds the so-
called root-pseudonym ψi0 . All other pseudonyms ψij are
disjunct for any patient, health-care-provider and anamnesis
combination. If, for example, two health care providers have
been authorized for a specific anamnesis ϕi, three pseudonyms
(ψi0 , ψi1 and ψi2 ) exist. All of these pseudonyms are stored
encrypted with the particular users’ inner symmetric keys,
whereas the plain-text medical data is associated with the
plain-text pseudonyms. Thus, the pseudonymization can be
reversed by using the patient’s inner symmetric KA or any
authorized health care provider’s C inner symmetric key KC .
To get access to these particular keys, the authorized users’
inner private key has to be used. We provide a formal depiction
of a patient’s encrypted anamnesis storage in equation 1 and
similar for a health care provider in equation 2.{{{

{ψi0 7→ ϕi}KA

}
K̂A

}
KA

}
(1)

{{{{
ψij 7→ ϕi

}
KC

}
K̂C

}
KC

}
(2)

If a patient A shares her secret of the inner hull, she
consequently provides access to all her data, if not additionally
revised by an access control model. We define two main roles
which may hold an encrypted copy of the patient’s inner hull
secret, her inner private key K̂−1

A . Firstly, a relative B may
encrypt the patient’s inner private key with her inner public
key K̂B . Thus, she is also able to decrypt the patient’s inner
symmetric key until the patient changes it. We show these
encryption envelopes in equation 3.


{{{{

{ψi0 7→ ϕi}KA

}
K̂A

}
KB

}
K̂B

}
KB

 (3)

Secondly, as a user’s smart card may be lost, destroyed,
stolen, compromised or just worn-out, there is the need to keep
a backup of the user’s inner private key because otherwise the
user’s data would not be accessible any more. This backup
keystore has to be secured and protected against fraud. In our
prototype we applied Shamir’s threshold scheme for securely
sharing secrets [33] between a set of operators O, who are
randomly assigned to hold a part of the users’ secrets. Due
to financial reasons, we propose a combination of human
operators H and machine operatorsM, for example Hardware



Fig. 1. Layered model representing the authorization mechanism [18], [19], [25], [26]

Patient Relative HCP Operator Human O Machine O Logic
abbreviation A B C O H M L
unique identifier Aid Bid Cid Oid Hid Mid
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−1
A ) (KB ,K

−1
B ) (KC ,K

−1
C ) (KO,K

−1
O ) (KH ,K

−1
H ) (KM ,K

−1
M )

(inner public key, private key) (K̂A, K̂
−1
A ) (K̂B , K̂

−1
B ) (K̂C , K̂

−1
C ) (K̂O, K̂

−1
O ) (K̂H , K̂

−1
H ) (K̂M , K̂

−1
M )

inner symmetric key KA KB KC KO KH KM KL
key share σι(K) σHι (K) σMι (K)
medical data / anamnesis ϕi
pseudonym ψij

TABLE I
DEFINITION OF SYSTEM ATTRIBUTES

Security Modules (HSMs) [35]. For a HSM, we recommend
FIPS Level 3, which has physical security mechanism to
prevent the access to critical security parameters [36].

In the following sections, we provide insights on our backup
keystore.

IV. ESTABLISHING A SECURE BACKUP KEYSTORE

Since users need a fall-back mechanism in case they have
lost their smart cards, operators O hold the users’ inner private
keys on behalf of the patients. To avoid misuse of these rights,
we applied Shamir’s threshold scheme [33] to split the secret
into several parts [18], [19], [25], [26]. Following Shamir, two
parameters can be defined for sharing a secret, (i) the number
of issued shares n and (ii) the amount of shares k that are
necessary to re-establish the certain secret. The higher the
number of issued shares compared to the number of shares that
is needed to re-establish a shared secret, the higher the level of

security, assuming the operators are randomly assigned, each
holding one share of a certain secret.

Certainly, decrypting operations conducted by humans cause
higher costs than performed by machines. To decrease the
costs for establishing a backup keystore, we propose a com-
bination of human operators H ⊂ O and machine operators
M ⊂ O. In this publication we state the condition that both
human and machine operators are required for recovering a
secret, which is guaranteed by applying a two-folded variant
of Shamir’s secret sharing scheme. In figure 2, we show how
a patient’s inner private key K̂−1

A is divided amongst the
human H and machine operators M. Firstly, we divide the
patient’s inner private key into two parts, σH(K̂−1

A ) for the
human operators and σM(K̂−1

A ) for the machine operators.
Afterwards, the threshold scheme is again applied to subdivide
σH(K̂−1

A ) into the number of nH assigned human operators.
Analogous σM(K̂−1

A ) is distributed amongst nM assigned



Fig. 2. Two-folded variant of Shamir’s threshold scheme

machine operators. Finally, PIPE encrypts the shares σHι and
σMι with a system’s key and sends them to the particular
assigned operators. Using encryption helps to conceal the
relation between an operator and a patient. If an operator has
been successfully bribed, the attacker only gains access to her
part of a user’s shared secret, but not to the related parts
of the other participants. The delta between the number of
necessary operators k and assigned operators n serves as major
availability constraint in our system, because a human operator
may be ill or a machine operator could have a malfunction.

The following example provides an overview of the costs,
which we split in initial costs Cinitial (cf. Equation 4) and
current costs Ccurrent (cf. Equation 9). The latter is based
on equation 6, which is used for calculating the estimated key
recovering requests per anno and the equations 7 and 8 for the
numbers of human as well as machine operators. Moreover,
we state the time to set-up the system, in other words the
initial time tinitial (cf. Equation 5). We define the necessary
parameters for our obligations in table II.

Cinitial := U ∗
(
nH ∗ CH
riH

+
nM ∗ CM

riM

)
(4)

tinitial :=

{
nH∗U
ri
H

nM∗U
ri
M

(5)

r :=
U

sc
+ U ∗ p

100
(6)

|H| :=

{
r∗kH
rc
H

if r∗kH
rc
H
≥ nH

nH else
(7)

abbr. description
kH necessary human operators
kM necessary machine operators
nH assigned human operators
nM assigned machine operators
sc smart card lifetime
p percentage of lost smart cards per year
r estimated requests per year
riH manageable requests of one human operator at set-up
riM manageable requests of one machine operator at set-up
rcH manageable requests of one human operator per year
rcM manageable requests of one machine operator per year
CH costs of one human operator including overhead
CM accumulated prime and maintenance costs

of one machine operator per year

TABLE II
DEFINITION OF ATTRIBUTES USED IN CALCULATIONS

|M| :=

{
r∗kM
rc
M

if r∗kM
rc
M
≥ nM

nM else
(8)

Ccurrent := |H| ∗ CH + |M| ∗ CM (9)

We assume an EHR system for 50 Mio. users, which would
depict the population of England [37]. A typical human opera-
tor with adequate education and experience would earn about
Euro 36.000 [38] per year. The overhead costs, which will
occur for example by working place expenses or equipment,
result in 40 percent surplus. Hence, the total costs for one
human operator CH would be approximately Euro 50.000 per
year. An average human works 200 days a year [39], which
results in about 1.600 working hours on full-time employment.
A human needs about 30 seconds to control a case of a lost
smart card. Thus, she is able to contribute 192.000 requests
rcH a year to recover inner private keys K̂−1

A . Note that this
number does not include the identification task and only refers
to one of the necessary human operators Hk.

As we already mentioned, it is possible to add machine
operators M to the system to decrease the operational costs.
The total costs CM for these machines can be split into prime
costs divided by lifetime and maintenance costs per year. We
assume that the prime costs, the implementation costs and
the running costs are Euro 10.000 each for an appropriate
HSM with a lifetime of 10 years2,3. This results in Euro
3.000 for a machine operator per year including all overhead
costs. In our case a HSM is able to handle 360.000 operations
per hour, which means that it could conduct 3.150.446.400
requests rcM a year in best case — calculated with an uptime
of 99.9 percent. We assume that this number is equivalent at
set-up time. During the initiation of the system, all assigned
human operators have to encrypt the key shares σHι(K̂

−1
A )

and the machine operators the key shares σMι
(K̂−1

A ) of every

2nCipher assumes a lifetime of 14 years and initial costs of Euro 12.700
for a nShield PCI 500, this device is able to handle 500 requests per second.
Online: http://www.ncipher.com

3Utimaco assumes a lifetime of 10+ years and initial costs of USD 9.600
for a Safeguard SecurityServer S10, this device is able to handle 100 request
per seconds Online: http://www.utimaco.us



participating user. Opposite to that thesis, human operators
are able to conduct more requests at set-up time compared to
the yearly manageable requests because the encryption of the
secret shares can be done in bulk. Therefore, these requests are
only limited by the smart cards’ runtime, which is not more
than 1 second per operation. This leads to a total number
of 5.760.000 manageable requests riH on set-up for human
operators. Regarding the smart card constraints, the typical
time to live is 5 years and we assume that the loss rate counts
up to approximately 7 percent per year.

Shamir stated, that a minimum of n = 2k − 1 users, in
our case operators, is required to re-calculate a certain secret,
which makes a ”very robust key management scheme” [33]. A
system with 5 assigned/3 necessary human and 3 assigned/2
necessary machine operators as well as the constraints defined
above can be handled by 211 human operators and 3 machine
operators. Nevertheless, we use 5 machine operators, which
will only result in additional costs of Euro 6.000, because
with 2 assigned and 3 necessary machine operators an attacker
would know that every M has to hold a share of a certain
user. Thus, in our example with |H| = 211 and |M| = 5,
the initial costs are Euro 2.170.282 which is equal to Euro
0,043 per smart card. The current costs are Euro 10.565.000
per year or Euro 0,783 per worn-out, destroyed, stolen or lost
smart card.

The initial set-up for our system comprises a two-folded
process and lasts the time which is necessary to divide and
distribute the users’ key shares amongst the assigned human
and machine operators. Hence, 250.000.000 shares for the
human operators and 150.000.000 machine operator requests
have to be handled by the total number of human and machine
operators, if the shares will be randomly distributed. As
already mentioned, the amount of manageable shares diverges
between the current and inital manageable operations. Latter
are used to allocate the occuring requests to the necessary time.
Note, that in case the processes of the human and machine
operators are started and run concurrently, the maximum of
both time parameters results in the total initial time of ≈ 41, 14
working days in our example.

In the next section we outline security aspects of our
example.

A. Security Investigations on the Backup Keystore

Following Shamir [33], it is not possible to compute the
user’s inner private key by combining k−1 shares. We defined
the number of bribed human operators with bH and the number
of bribed machine operators with bM . If an attacker is able to
bribe bH ≥ kH or bM ≥ kH operators, she may succeed in
unveiling one of the subsecrets σH or σM. Equation 10 states
the probability of guessing at least the set of necessary human
or machine operators for a specific user under the condition,
that the operators do not know for whom they are holding
shares.

P (k ≤ X ≤ n) =
n∑
ι=k

(
n
ι

)(|O|−n
b−ι

)(|O|
b

) (10)

As we implemented the threshold scheme as two-folded
process, an attacker is not able to reconstruct the user’s inner
private key until both subsecrets are successfully computed.
Bribing bH ≥ kH human operators does not influence the
probability of recovering the machine operators’ subsecret
σH, too. Therefore, we are able to define these two events
as statistically independent. Following the multiplication rule
for independent events, the probability for their intersection,
which means combining all necessary shares of a specific
secret, is equivalent to the product of the single probabilites.

bribed P (σH) P (σM) P (σH ∩ σM)
bH = 3, bM = 2 < 0,00001 0,3 < 0,00001
bH = 3, bM = 3 < 0,00001 0,7 < 0,00001
bH = 4, bM = 2 0,00003 0,3 < 0,00001
bH = 4, bM = 3 0,00003 0,7 0,00002
bH = 5, bM = 2 0,00006 0,3 0,00002
bH = 5, bM = 3 0,00006 0,7 0,00004
bH = 10, bM = 2 0,00074 0,3 0,00022
bH = 10, bM = 3 0,00074 0,7 0,00052
bH = 20, bM = 2 0,00651 0,3 0,00195
bH = 20, bM = 3 0,00651 0,7 0,00456
bH = 30, bM = 2 0,02144 0,3 0,00643
bH = 30, bM = 3 0,02144 0,7 0,01501

TABLE III
DIFFERENT COMBINATIONS OF BRIBED H AND M OPERATORS

Table III provides a security overview of different com-
binations of bribed human and machine operators with the
parameters of the example from the previous section, kH=3,
nH=5 for |H| = 211 human operators and kM=2, nM=3 for
|M| = 5 machine operators.

The first column shows the single probability of recovering
the subsecret σH . This data can also be interpretated as
security investigations on a single-folded process without the
application of machine operators (cf. single-folded approach
[18], [25]). In other words, an attacker has to guess only
all necessary human operators for reconstructing an inner
private key. In this scenario, the probability of bribing less
than 5 assigned operators tends towards zero. If in average
10 operators, which corresponds to nearly 5 percent of all
211 operators, act corruptly, the probability of compromising
the privacy of a certain user still only amounts to less than
0.1 percent. Regarding a number of 30 bribed operators, the
probability raises up to slightly more than 2 percent. Hence,
even the application of a single-folded threshold scheme
provides appropriate security.

As aforementioned, adding machine operators to the system
with concurrent application of our two-folded approach helps
to balance the operational costs and the security level of
the system. The second column of table III presents the
probabilities of re-establishing the subsecret σM — 30 percent
and 70 percent — which seems rather high, if taken out of
the context that we applied a two-folded threshold scheme
approach. However, reconsidering the above-mentioned con-
straints in our example implies, that a successful attack is still
decreased by adding only a few machine operators. In other
words, if there were solely human operators, the probability



of guessing at least all necessary shares for a certain user
by bribing 20 human operators would amount to less than
0,7 percent, whereas applying our two-folded secret sharing
scheme additionally reduces this probility to slightly less
than 0,2 percent for 2 bribed machine operators respectively
approximatly 0,5 percent for 3 bribed machine operators.

In the next section we provide the formal workflow of
recovering a lost key.

B. Recovering a Lost Key

If a patient has lost her smart card, she identifies against a
human operator. To rebuild a lost smart card it is not necessary
that this human operator holds a part of the patient’s inner
private key. The human operator starts the recovering process
by sending a message to the logic.

Necessary operations: proof patient’s identity

2: L→ O:
{
{Aid}KL

}
∀ O

A message is generated by the central logic and sent to
all operators O with an encrypted version of the patient’s
identifier Aid. As mentioned in the previous section, to hide
the patient’s identifier Aid the logic key KL is applied.

Necessary operations: encrypt patient’s identifier

3: O → L→ St:
{{
{Aid}KL

}
KO

}
∀ O

If an operator receives the message, she looks up her backup
keystore via the central logic by encrypting the cipher text with
her inner symmetric key KO. The central logic is able to find
out if an operator possesses a patient’s key share with this
message.

Necessary operations: encrypt shares by |O| operators

4a: St→ L→M :

{{{
σMι

(K̂−1
A )
}
KL

}
KM

}
∀ M

4b: St→ L→ H:

{{{
σHι(K̂

−1
A )
}
KL

}
KH

}
∀ H

After querying the double encrypted ciphertexts against the
storage, the logic receives the associated double encrypted key
shares and forwards them to the assigned human and machine
operators.

Necessary operations: |H|+ |M| SQL select statements

5a: H → L:
{{

σHι(K̂
−1
A )
}
KL

}
∀ Hn

5b: M → L:
{{

σMι
(K̂−1

A )
}
KL

}
∀ Mn

The next step is that all assigned human operators decrypt
their particular shared secrets with their inner symmetric key
KH and transmit them to the logic. The machine operators
conduct the mirrored operation with their shared secrets and
their inner symmetric keys KM . The logic is now able to
decrypt these shares with its key KL and consequently to
combine the human shared secrets σHι as well as the machine
shared secrets σMι

. As soon as the logic receives the shares
from a minimum number of kH ∧kM necessary operators, the

patient’s inner private key can be re-calculated with appliance
of Shamir’s threshold scheme [33].

Necessary operations: decrypt a maximum of |Hn|+ |Mn|
key shares, apply threshold scheme

6: L→ St:
{{

K̂−1
A

}
KA′

}
Next, the logic generates a new outer key pair (KA′ ,K−1

A′ )
which replaces the lost outer keys (KA,K

−1
A ) of the smart

card. The logic encrypts the patient’s inner private key with
the new outer public key KA′ and saves this ciphertext in the
storage. Additionally, a new smart card is produced by the
logic. Finally, the storage deletes the operator shares and their
relations to the patient to avoid replay-attacks.

Necessary operations: generate new asymmetric key pair,
encrypt patient’s inner private key

7a: L→ H:

{{{
σHι(K̂

−1
A ), Aid

}
KL

}
K̂H

}
∀ Hn

7b: L→M :

{{{
σMι(K̂

−1
A ), Aid

}
KL

}
K̂M

}
∀ Mn

Subsequently, the logic randomly chooses Hn ∧ Mn as-
signed operators and uses the threshold scheme to divide the
patient’s inner private key into two shares, one for the human
σH(K̂−1

A ) and one for the machine operators σM(K̂−1
A ).

Once more, all shares will be double-enveloped. Firstly, the
logic applies its key KL and secondly, encrypts the gained
ciphertexts with the certain inner public keys K̂H of the
selected human or K̂M of the selected machine operators.
These encrypted secret shares will then be transmitted to the
operators. Moreover, the logic applies the same encryption
procedures to the patient’s id Aid and transfers this ciphertext
to the operators, too.

Necessary operations: apply threshold scheme, encrypt
shares and patient’s identifier twice for |Hn|+ |Mn| operators

8a: H → L→ St:

{{{
σHι(K̂

−1
A ), Aid

}
KL

}
KH

}
∀ Hn

8b: M → L→ St:

{{{
σMι

(K̂−1
A ), Aid

}
KL

}
KM

}
∀Mn

Upon receipt, the assigned human and machine operators
decrypt their particular shares and the patient’s identifier with
their inner private keys K̂−1

H / K̂−1
M . Then they again encrypt

both attributes with their inner symmetric keys KM / KH and
return these ciphertexts to the logic which saves them in the
storage.

Necessary operations: decrypt and encrypt the key shares
and the patient’s identifier for |Hn| + |Mn| operators;
|Hn| + |Mn| SQL insert statements to store the ciphertexts
in the database

This workflow shows how the access to the backup keys
and their re-establishing works. Moreover, with this technique
we assure, that a patient’s old smart card is not useable any
more.



V. CONCLUSIONS

The introduction of the EHR promises massive savings
[1]–[3] and a better service quality [4]–[7] for the patients.
Moreover, as modern health care systems still lack standard
processes, such a system could also support the definition and
execution of e-Health workflows [8], [9]. Several approaches
have been proposed to solve the challenge for implementing
the EHR (cf. [13], [16], [17], [34]), but these architectures have
vulnerabilities regarding their security. For example, current
approaches (i) rely on a centralized patient-anamnesis list,
which could be attacked form in- or outside and (ii) the
dependency on a single pseudonym could lead to a data-
mining or profiling attack because an attacker may guess
the patient based on her medical history [18], [19], [26]. As
medical data, for example a HIV-infection or the overall state
of a patient’s health, is sensible information, it is necessary to
assure the patients’ privacy.

Security is a balancing act between protection, performance
and usability. Our system PIPE [18], [19], [25], [26], is based
on a novel pseudonymization architecture. Our security hull
model provides a patient with full control to her data by
handing over the possibility of authorization by encryption,
which currently is the most secure technique. To get access
to the pseudonymized data in our system every participant
possesses a smart card. As this security token may be lost,
stolen, compromised or just worn-out, we proposed the idea
of applying a threshold scheme to provide a secure backup.
This approach significantly decreases the risk of attacks on the
backup keystore.

In this publication we outlined the security of this technique
and stated the necessary expenses to be able to recover access
to the key and consequently to the pseudonymized data. We
showed how human and machine operators can be set in to
lower the costs of our fall-back mechanism. We outlined that
our backup approach may still be regarded secure even if more
then one tenth of all operators have been bribed. Finally, we
stated the formal workflow of recovering a user’s key.

The next steps in our research project are to deploy our
prototype at our business partner’s network and conduct tests
in a medical environment.
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